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Abstract

The introduction of ChatGPT3 in 2023 disrupted the
field of artificial intelligence (AI). ChatGPT uses large lan-
guage models (LLMs) but has no access to copyrighted ma-
terial including scientific articles and books. This review is
limited by the lack of access to: (1) prior peer-reviewed ar-
ticles and (2) proprietary information owned by the compa-
nies. Despite these limitations, the article reviews the use of
LLMs in the publishing of scientific articles. The first use
was plagiarism software. The second use by the American
Psychological Association and Elsevier helped their jour-
nal editors to screen articles before their review. These two
publishers have in common a large number of copyrighted
journals and textbooks but, more importantly, a database of
article abstracts. Elsevier is the largest of the five large pub-
lishing houses and the only onewith a database of article ab-
stracts developed to compete with the bibliometric experts
of theWeb of Science. The third use and most relevant, Sco-
pus AI, was announced on 16 January 2024, by Elsevier; a

Submitted: 29 September 2024 Revised: 29 October 2024 Accepted:
18 December 2024 Published: 5 March 2025
*Corresponding author details: Jose de Leon, Department of Psychiatry,
University of Kentucky, Lexington, KY 40509, USA; Mental Health Re-
search Center, Eastern State Hospital, Lexington, KY 40511, USA. Email:
jdeleon@uky.edu

version of ChatGPT-3.5 was trained using Elsevier copy-
righted material written since 2013. Elsevier’s description
suggests to the authors that Scopus AI can write review ar-
ticles or the introductions of original research articles with
no human intervention. The editors of non-Elsevier jour-
nals not willing to approve the use of Scopus AI for writing
scientific articles have a problem on their hands; they will
need to trust that the authors who have submitted articles
have not lied and have not used Scopus AI at all.

Keywords

artificial intelligence; publishing; scientific misconduct;
science

Introduction to Large Language Models
(LLMs)

Anyone paying any attention to worldwide media in
2023 is aware that artificial intelligence (AI) was an ex-
tremely hot topic; ChatGPT disrupted the field of AI.Chat-
GPT is a chatbot based on what the experts call LLMs. Al-
ready in 2024, some scientific publishers have moved very
quickly to introduce LLM innovations in article publishing,
including an LLM tool called Scopus AI.

LLMs are the latest development in what was initially
called machine learning [1] and now is typically described
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as AI. One of the main problems present in applying ma-
chine learning models or techniques is the unexplainable
“black box models”. With this type of model, computers
can provide very accurate results, but a human researcher
examining the results cannot know how these results were
obtained. Similarly, recent applications of LLMs are “black
box models” in which there is little to no understanding by
the experts of how the results were provided.

The term LLM is not frequently used in the media but
every reader is probably familiar with ChatGPT. ChatGPT
has received major attention in academia and other sectors
of society in the United States (US) and Western Europe.
ChatGPT was initially released on 30 November 2022, but
the stable release was on 13 February 2023. An article
[2] on ChatGPT explored a specific scientific question (on
clozapine dosing and ethnicity); ChatGPT provided a mix-
ture of truth, twisted reality, and non-existent “facts”. An-
other very striking thing is that what was “true” varied from
week to week, as ChatGPT gave opposing answers (higher
versus lower doses) from one week to the next. Chomsky is
a well-known linguist (expert in the science of language); in
an article with his collaborators, they warned that “machine
learning systems can learn both that the earth is flat and that
the earth is round. They trade merely in probabilities that
change over time” [3]. This is extremely important since
Chomsky et al. [3] explain that ChatGPT does not follow
the Principle of Non-contradiction. Aristotle explained that
this principle is needed to develop science. According to
Losee’s textbook [4] on the philosophy of science, “Aristo-
tle held that individual science is a deductively organized
group of statements”. He described the Principle of Non-
contradiction as one of the first three principles of logic re-
quired to develop science [4]. In summary, the law of non-
contradiction must be respected by one engaging in science.
A scientist studying fact “a” cannot at the same time believe
that “a” is true and that “a” is false, or that “high doses are
needed” when in fact “lower doses are needed”.

Similarly to non-contradiction, causal reasoning or
causality is a well-known problem within the field of ma-
chine learning. Computer scientist and philosopher Judea
Pearl [5] describes a ladder of causality with levels that are
necessary for causal reasoning: (1) associational, (2) inter-
ventional, and (3) counterfactual. Humans are capable of all
three of these, but the vast majority of computer models are
stuck on the first level of associational reasoning, as they
lack any form of causal modeling. This is also the case for
LLMs as they are not causal models; they are trained sim-
ply on probabilistically predicting the next token (word or
subword) in a sequence. Despite this, ChatGPT and other
LLMs are remarkably versatile and able to accomplish a
wide range of tasks that require reasoning. Some may say

LLMs are reasoning; however, it is much more plausible
that causal information was already contained in the texts
from which LLMs were trained.

Recently, three professional organizations, the World
Association of Medical Editors (WAME) [6], the Health-
care Communications Association (HCA) [7], and the In-
ternational Society for Medical Publication Professionals
(ISMPP) [8], provided statements on AI. The WAME pro-
vided several recommendations such as [6]: only humans
can be authors, they should be transparent about their use of
AI in articles, and journal editors need to deal with the use of
chatbots (as indicated, chatbots use LLMs) for authors, re-
viewers and journals. The ISMPP proposed that their mem-
bers need AI education/training, guidance on implementa-
tion and advocacy [8]. Lewis and Mercer [7] write on be-
half of the HCA Foresight Committee, “whose mission is to
predict future trends in healthcare communications”. They
stated that AI “may be the defining innovation in our pro-
fessional lives. It has the potential to be an inflection point,
enabling outsized impact for our stakeholders and improved
outcomes for multiple communities”. More importantly,
Lewis and Mercer [7] acknowledged that changes in prac-
tice are hard.

Any reader would think that the question is resolved
and not in need of further discussion, but we live in a revo-
lutionary period with groundbreaking advances in the prac-
tical use of AI. In this context, the editor of the Journal
of Clinical Psychopharmacology rejected the use of AI in
articles [9]. This editor will need to trust that authors and
reviewers follow his instructions as new disruptive forms of
AI, such as Scopus AI, are being developed in 2024. WAME
recommended, “Editors need appropriate tools to help them
detect content generated or altered by AI. Such tools should
be made available to editors regardless of ability to pay for
them” [6]. Bellini et al. [10] studied 4 tools and described
them as inconsistent in recognizing which text was gener-
ated byChatGPT4, so they proposed there is a need for “fur-
ther refinement” to prevent misdetection. Companies with
AI expertise can develop these tools [11], but it is unclear
(1) who will get access to them, (2) how soon they will be-
come obsolete, and (3) which specific LLM program may
be targeted, ChatGPT or others [11].

LLM: Concept

Wikipedia explains that LLM is a type of artificial neu-
ral network and describes “its ability to achieve general-
purpose language generation and other natural language
processing tasks such as classification” [12]. The creation
of an LLM involves first training a next token (word or sub-
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word) predictor on a large-scale dataset from the internet.
After this computationally expensive unsupervised step, the
LLM is an excellent next word predictor and is capable of
generating text, but not necessarily good at following in-
structions or answering questions. The second step of su-
pervised fine-tuning involves training the model to learn
how to generate responses that are similar to a dataset of
prompts and human labeled responses. At this point, the
LLM is much better at answering questions or following
instructions, but still has some unwanted behaviors that are
fixed in the final step of reinforcement learning with human
feedback. This results in an LLM that is more aligned and
ideally “harmless, honest, and helpful” or “3Hs”.

Aligning LLMs to the 3Hs (also known as the align-
ment problem) is one of the most challenging and important
open problems in the field of machine learning. This begs
the question of whether something that does not understand
non-contradiction and causal reasoning or the concepts of
harm, honesty, and help can be trained to be harmless, hon-
est and helpful. In an excellent clarification in a scientific
journal, Van Noorden [13] explained that LLMs “don’t un-
derstand the text they produce; they work simply by spitting
out words that are stylistically plausible on the basis of the
data they were trained on”.

ChatGPT’s Limitations in the Area of
Scientific Publishing

Many were impressed that ChatGPT provided seem-
ingly humanlike language and thought [14]. However, con-
cerning the issue of writing scientific articles,ChatGPT has
no potential as long as the copyright law regarding scien-
tific articles exists. For training purposes, ChatGPT uses
freely available information from the internet. According to
ChatGPT4 (December 2023 subscription version), “I was
trained on a mixture of licensed data, data created by hu-
man trainers, and publicly available information. This in-
cludes books, websites, and other texts up until my last up-
date in December 2023”. In summary, as most scientific
articles are copyrighted and not available free of charge on
the internet, they cannot be used to train future versions of
ChatGPT. Moreover, ChatGPT has no method for check-
ing whether or not the provided references are real [2] or
are “hallucinations” associated with the process of trunca-
tion and generating the next word that may be more “stylis-
tically plausible” according to Van Noorden’s words [13].

The next sections describe how commercial compa-
nies involved in scientific publishing have used LLMs in
three ways: (1) detecting article plagiarism, (2) helping
journal editors screen articles, and (3) including Scopus AI,

ChatGPT trained using copyrighted articles, as a tool for
researchers that has real potential for writing scientific ar-
ticles with little to no human intervention. Before we de-
scribe these three ways of using AI in scientific publica-
tions, we acknowledge that there is no easy way to support
our statements using an article search in medical databases.

Difficulties on Finding Peer-Reviewed
Articles to Support Our Statements

Commercial entities often prioritize strategies that
align with their business goals, such as market competi-
tiveness and profitability. This focus may influence the ex-
tent to which data related to new products is openly shared,
potentially affecting the availability of information for ex-
ternal scientific scrutiny and publication in peer-reviewed
journals. Since Scopus AI was announced (January 2024),
the first and last authors have stored any articles relevant to
the writing of this review article.

On 23 October 2024, the first and last authors at-
tempted to do a systematic article search in PubMed to sup-
port this article’s statements on Scopus AI, the plagiarism
tool developed by iTheration, and the possible competi-
tors of Elsevier which could develop an AI tool to compete
with Scopus AI: the American Psychological Association
(APA) Publishing section and Clarivate. To be very precise,
given the possibility that our search could be replicated, we
precisely describe how PubMed uses quotation marks and
the exact terms that we introduced in the PubMed search
box. To be clear, in this article we use single quotation
marks ‘’ to specify the term we entered into the PubMed
search box. For example, a search using ‘word search’ in-
dicates wewrote in thePubMed box the wordsword search.
This search provides articles in PubMed including word or
search. A search with “‘word search”’ indicates the first
and last authors wrote “word search”, which restricted the
PubMed search to articles having both words together in the
same order, which is the format used by PubMed.

Previously the first and last authors found an article
on Scopus AI by Van Noorden [13] in the journal Science,
specifically in the section “New in focus”; therefore, it does
not appear to be a peer-reviewed article but a journalism
article. More importantly, this article was published in 2023
when Scopus AI was in development, so Van Noorden [13]
had no access to the final product. In conclusion, as there
were no prior peer-reviewed articles on Scopus AI, since
it is a commercial product that has not been released, the
authors had to use Elsevier’s website for a description of it
[15–25]. As expected, our PubMed search on 23 October
2024, led to no articles by using the term ‘Scopus AI’.
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The first and last authors knew that the tool used most
for finding plagiarism is made by iThenticate. Our recent
PubMed search using ‘iThenticate’ provided 25 articles, all
of them in the applications of iThenticate and none of them
describing how the tool was developed. This is not sur-
prising since that is proprietary information that iThenticate
does not want to provide to its competitors. One article [26]
described what we knew “The iThenticate is a paid plat-
form, the most commonly used software by academic pub-
lishers and researchers”. Therefore, the section on plagia-
rism focused on iThenticate and, as there is no information
on this product, we provided the company website [27] so
that the reader can verify that our statement about this tool
being based on LLM is correct.

As the first and last authors have published in the APA
journals, they are familiar with them. They found an arti-
cle focused on the APA journals published in one of those
APA journals in 2017 [28]. Since 2017, the APA has intro-
duced LLM tools in the management of their journals and
has grown its business in a remarkable way. In summary,
the authors had to use the APAwebsite [29] to describe their
current status. The PubMed search on 23 October 2024,
provided no additional articles. “‘American Psychological
Association Publishing”’ provided no articles. The search
“‘American Psychological Association” [Title] AND pub-
lishing’ provided 15 articles but none provided any infor-
mation on the APA’s business or future plans. The search
“‘American Psychological Association” [Title] AND “large
language model”’ provided no articles. In conclusion, the
authors have to use the APA’s website to get more recent
information on the current status of their business.

The article by Van Noorden [13] alerted the first and
last authors that Clarivate is developing a tool using LLM
but we have not been able to find any source verifying that
statement.

To conclude, if one can only write a scientific arti-
cle on these AI tools in scientific publications and include
details on their strengths and weaknesses by using peer-
reviewed articles, no scientific article will ever be written
as these companies will never provide proprietary informa-
tion on how these tools were developed. Until Scopus AI
is commercially available it cannot be tested by the authors
or other researchers. Similarly, the first scientific article on
a completely new topic can never use prior peer-reviewed
articles, as they would not exist.

Using LLM as a Test for Plagiarism of
Scientific Articles

As far as we know, the first use of LLM related to any
aspect of scientific writing was implemented for detecting
plagiarism. This software is now widely used in academic
and professional contexts to ensure the integrity and origi-
nality of work. This was not introduced by scientific journal
publishers, but by other companies which provide limited
information on their methods. One of the most successful
companies is called iThenticate, launched in 2004 [27].

Scientific Publishers Started Using AI for
Screening Articles by Editors

AsAI developed, scientific publishers started using its
tools to help editors screen articles before they were sent to
review. We are aware of two publishers that appear to have
incorporated these tools: the American APA and Elsevier.
It is very likely that these AI tools are LLM tools but there is
limited information on them. We think that these two pub-
lishers have been able to advance in this area because they
have a large number of journals and a database of article
abstracts. Other publishers do not own large databases of
article abstracts.

The APA is the main professional organization for
psychologists in the US and may include over 157,000
members. VandenBos [28] reported that the APA journal
publication program was established in 1927. During the
1960s, the Psychological Abstracts publication was com-
puterized. In the mid-1980s, a reenergizing of APA Pub-
lishing began with the establishment of the APABooks Pro-
gram, as well as the movement of abstracts to CD-ROMs.
From 1985 through 2015, the journal program grew from 15
journals to 89 journals, the abstract program grew into an
internet-based delivery system, the creation of the APA’s
own PsycNET delivery platform, the creation of 6 addi-
tional databases, and the establishment of dictionaries and
handbooks of psychology. According to their webpage
[29] the APA currently publishes approximately 90 psy-
chological journals including some of the leading publi-
cations in various subfields of psychology such as clini-
cal, developmental, educational, industrial/organizational,
and social psychology. They describe having “hundreds
of editors and associate editors, and more than 70,000 ed-
itorial board members and reviewers”, “processing more
than 20,000 submissions and publish[ing] approximately
5000 articles each year”. They also report having 5 large
databases relevant to Psychology (PsycINFO, PsycARTI-
CLES,PsycBOOKS,PsycTESTS, andPsycTHERAPY ). The
APA owns the copyrights of articles published in their jour-
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nals, as well as the databases, so they can train AI tools to
summarize them. We know that in 2023 the APA started
offering a tool for journal editors to help compare newly
submitted articles to prior published articles, which would
assist them in screening articles and deciding whether or not
to send them to reviewers.

Hagve [30] stated that five large publishing houses,
Elsevier, Black & Wiley, Taylor & Francis, Springer Na-
ture and SAGE, control more than 50% of the market be-
tween them. He described Elsevier as the largest, with ap-
proximately 16% of the total market and more than 3000
academic journals and a large profit margin of 40%. Ac-
cording to Elsevier’s website, Elsevier accounts for 17%
of all scientific articles and 28% of all quotations of scien-
tific articles [15]; the company publishes over 2900 journals
across various fields of science, technology, and medicine
[16]. These journals include some highly-cited and influen-
tial titles in various academic disciplines. Elsevier’s jour-
nals range from specialized journals to broad-scope publi-
cations and cover new research, review papers, and com-
mentary in both established and emerging scientific fields.
In 2023 Elsevier received almost 3 million article sub-
missions and published over 630,000 new research arti-
cles following peer review. The website [16] also states
that Elsevier owns 17 databases (Scopus, ScienceDirect,
Embase, Reaxys, ClinicalKey, Mendeley, Engineering Vil-
lage, Social Science Research Network, Geofacets, Knovel,
Pharmapendium, Pathway Studio, Health & Environmen-
tal Sciences Institute, Biosis, Food Science Source, Animal
Health and Veterinary Science Database, and LexisNexis
Academic). Scopus is defined as a large abstract and ci-
tation database of peer-reviewed literature, which includes
journals, books, and conference proceedings. Scopus was
developed in 2004 to compete with Web of Science. Web
of Science was developed as an expansion of the bibliomet-
ric research of Garfield [31] who developed the concept of
journal impact factor and founded the Institute for Scientific
Information which led to the Web of Science.

On 27 October 2020, Elsevier started using AI for im-
proving the management of article reviewers (Part 1) [17].
On 11 February 2021 [18], Elsevier upgraded the AI tool to
further improve the management of article reviewers (Part
2). On 22 November 2021 [19], Elsevier revised the AI
tool to gain other improvements for the management of ar-
ticle reviewers (Part 3). On 11 January 2022 [20], Elsevier
improved the AI tool for rejecting articles and comparing
them to similar articles (Part 4). On 19 July 2022 [21], El-
sevier upgraded the AI tool to help with transferring articles
to other journals (Part 5). In April of 2024, Elsevier devel-
oped a set of slides summarizing all of these AI tools, which
the first author received in an informative email from Else-

vier with links to the slides [22]. On 30 May 2024, this tool
was posted on the internet with the title “Announcing the
new ‘Evaluate manuscript”’ [23].

Scientific Publishers Promote Using AI for
Writing Scientific Articles: Scopus AI

On 16 January 2024 [24], Elsevier announced in a
press release they were planning to launch Scopus AI to
“help researchers navigate the world of research”. In 2023,
before its release, Van Noorden [13] described Scopus AI
“uses a version of the LLM GPT-3.5 to return a fluent
summary paragraph about a research topic, together with
cited references and further questions to explore”. Else-
vier [24] defined Scopus AI as a “generative AI product to
help researchers and research institutions get fast and ac-
curate summaries and research insights that support collab-
oration and societal impact”. It has used written material
since 2013 and “is based on Scopus’ trusted content from
over 27,000 academic journals, from more than 7000 pub-
lishers worldwide, with over 1.8 billion citations, and in-
cludes over 17 million author profiles. Scopus content is
vetted by an independent board of world-renowned scien-
tists and librarians who represent the major scientific disci-
plines”. They further elaborate that feedback from the re-
search community has led them to offer (1) expanded and
enhanced summaries, (2) foundational and influential pa-
pers, (3) academic expert searches identifying leading ex-
perts in their fields, and (4) enhanced breadth of research,
covering ten years of Scopus content [24].

As with all AI tools, there is no detailed information
on how this Scopus AI has been trained, what specific ma-
terials have been used, which unknown biases have been
introduced and how reliable and easy it would be to repli-
cate the results provided. The last author attended an in-
formational webinar regarding the final version of Scopus
AI which was held for 1 hour on 22 April 2024 [25]. The
webinar described 5 steps as a means of explaining how it
works. Two steps precede the use of Scopus AI, namely,
step 1, curation of high-quality Scopus content; and step 2,
query formulation. Then Scopus AI proceeds to step 3, the
vector search and results generation; step 4, LLM summary
generation; and step 5, check cited references for validation
and transparency. Step 6 includes the possibility of using
the features “go deeper” and “concept map”. As far as we
can understand, the large database of abstracts from Scopus
allows Scopus AI to help avoid hallucinations in the area of
references and no “fake” references secondary to the trun-
cation process would be provided.
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Potential Benefits of Scopus AI

According to Elsevier, Scopus AI “provides re-
searchers with fast overviews of key topics that they can
dig deeper into, sometimes even highlighting gaps in litera-
ture” [24]. A researcher who has used Scopus AI is quoted
on Elsevier’s website [24]: “The Scopus AI interface is in-
tuitive and easy to use, it allows the researcher to obtain an
overview of a problem, as well as identify authors and ap-
proaches, in a more agile search session than conventional
search. It is a valuable tool for literature reviews, construc-
tion of theoretical frameworks and verification of relation-
ships between variables, among other applications that are
actually impossible to delimit”. If this is true, it appears
to the authors that Scopus AI can provide parts of scientific
articles that can be put together with little human effort out-
side of prompting. Additionally, Scopus AI has the possibil-
ity of generating text that at first glance seems reasonable or
correct (regardless of whether it is actually correct) and that
facilitates the process of copying and pasting generated text
segments to build an article. This may be particularly use-
ful for the sections of introduction or discussion of research
articles, especially as current LLMs have been shown to be
particularly adept at summarization. Once Scopus AI is re-
leased and widely used, we will have a better idea of how
effective Scopus AI is in almost writing a review article by
itself after prompting.

This benefit for authors will create a problem for jour-
nal editors, particularly if a journal rejects the use of AI. In
the current absence of any tool to identify generated text by
Scopus AI (or other LLM tools), journals rejecting the use
of AI for article writing will receive an article with AI gen-
erated text and an article without AI generated text and will
not be able to tell the difference. Following the principle of
non-contradiction, there are two possible scenarios when
an article is submitted and the authors affirm they have not
used AI for writing it: the authors are telling the truth and
following the journal’s policy, or they are not telling the
truth and are disregarding the journal’s policy. Not only will
this bring into question the honesty of the scientific commu-
nity but, possibly more dangerous (due to the inability to
differentiate between the two), it may propagate those who
are willing to be dishonest, particularly if Scopus AI and
other such AI tools are as beneficial as they are advertised,
and in turn limit scientific progress to the capabilities of a
black box that we hope is aligned to the 3Hs.

Critical Reflections on the Problems of
Scopus AI

Currently, the authors of this commentary see three
major problems. Scopus AI: (1) may have unknown bi-
ases promoting Elsevier journals versus other journals, (2)
may continue to have “hallucinations” and (3) may not have
resolved the problem of contradictory findings. Next, we
elaborate on the three problems.

Scopus AI May be Biased and Promote Elsevier Journals

Currently, there is no way of knowing which journals’
copyrighted texts have been excluded for training Scopus
AI. As far as we know, Scopus has a comprehensive list
of abstracts from many journals. Elsevier’s website indi-
cates that Scopus includes more than 29,200 journals from
7000 publishers. These abstracts are used in what Elsevier
calls step 5 of Scopus AI. However, it is not currently known
which copyrighted journal articles have been excluded from
the training of Scopus AI. It is reasonable to think that El-
sevier has not broken copyright laws and that Scopus AI
probably has been trained by using all articles from: (1) El-
sevier journals (17% of all scientific articles) and (2) open
journals. It is reasonable to think that the copyrighted ar-
ticles of other large publishers (Black & Wiley, Taylor &
Francis, Springer Nature and SAGE) have been excluded.
Scopus AI uses the term “foundational articles”, which are
likely to exclude articles: (1) from non-Elsevier journals
as they do not have copyrighted articles from these jour-
nals and (2) before 2013 as they were not included in the
training. Future Scopus AI studies such as those done for
ChatGPT [5] will need to explore these biases.

Scopus AI is Likely to Continue Having “Hallucinations”
Related to Fine Details

Regarding “hallucinations”, Elsevier [24] says, “Sco-
pus AI’s advanced engineering minimizes the risk of ‘hal-
lucinations’ or false AI-generated information by using
the trustworthy and verified knowledge from the world’s
largest database of curated scientific literature”. This may
be true for references when Scopus has access to them. On
the other hand, hallucinations may exist at the level of detail
not present in article abstracts, as Scopus AI does not have
access to copyrighted articles from other publishers. Imag-
ine that all articles proposing a recent new idea in the last
3 years have been published in non-Elsevier journals. Sco-
pus AI may have been trained using the abstracts of these
articles but will have no access to the full text describing
these new ideas in detail. In the Scopus AI webinar [25],
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three examples of questions are provided and the summary
of one of them stated, “there is no relevant information in
the provided abstracts to answer the query”. Future Scopus
AI studies such as those done for ChatGPT [2] will need to
explore this issue of the hallucinations in fine details.

Scopus AI is Likely to Continue to Have Problems with the
Principle of Non-Contradiction

Newport wrote [32], “It doesn’t even make sense for
us to talk about ChatGPT as a singular entity. There are ac-
tually many copies of the program running at any one time,
and each of these copies is itself divided over multiple dis-
tinct processors (as the total program is too large to fit in
the memory of a single device), which are likely switching
back and forth rapidly between serving many unrelated user
interactions”. If one were to train their own LLM or down-
load a pre-trained model, they could have their own singu-
lar LLM that runs over multiple processors, but still varies
in response to the same prompt due to the probabilistic na-
ture of the model. Generally, LLMs have a temperature
parameter that can help to reduce this variability and pro-
duce more stable responses. This is the case when one has
their own pre-trained LLM or they are interacting through
an API with a pre-trained, usually commercial LLM like
that of ChatGPT. In the latter case, there is an even greater
problem and source of variability in that one may not know
what version of an LLM is being used at the moment. It is
possible that concurrently there are multiple versions of an
LLM that may be slightly different in how they were trained
or the training data has changed from one day to the next as
the model was updated, affecting some or all of the ver-
sions. As an illustration of this problem, when researchers
asked ChatGPT the same question at different times, they
received contradictory answers [2]. It is very likely that, as
there many copies of Scopus AI, so there are many copies of
ChatGPT such that the service can be provided to multiple
users.

Imagine one day a researcher asks Scopus AI to pro-
vide a summary of current research on the AI alignment
problem and on the following day the researcher repeats
the request, but receives a different answer. The differences
between the two answers could be due to (1) variability in
the model, (2) different versions of the model, (3) Scopus
AI retrained their model version to include new articles not
included the previous day, or (4) other reasons. The prob-
lem here is that the researcher receives two different an-
swers and does not know the reason behind the difference
and thus has no means to validate or compare them. Jour-
nal editors find themselves in a similar situation when they
receive an article with AI-generated text and another with-

out AI-generated text. Future Scopus AI studies will need
to explore this issue of reproducibility and contradictory re-
sponses.

Potential Competitors for Scopus AI

The authors propose that, if the APA decides to spend
large quantities of money, this psychological organization
could develop an AI system similar to Scopus AI but lim-
ited to psychology. On the other hand, the authors assume
that none of the other 4 large scientific publishers (Black &
Wiley, Taylor & Francis, Springer Nature and SAGE) could
develop a system to compete with Scopus AI, as they lack
large databases of article abstracts such as Elsevier has.

There are two companies (Clarivate and Digital Sci-
ence) with large databases of scientific articles, but they
are not publishing companies and have no access to copy-
righted texts of scientific articles and books.

The US firm Clarivate owns the Web of Science and
according to Van Noorden [13] is developing a LLM. The
British company Digital Science was the technical division
of Nature Publishing Group/Macmillan and is now oper-
ated as an independent company. Its Dimensions database
is a commercial scholarly search platform that allows one
to search publications, datasets, grants, patents and clinical
trials. In summary, their AI tools will be limited to titles and
abstracts of scientific articles and will never be able to com-
pete with Scopus AI which can access its large databases of
copyrighted articles and books. In summary, besides the
limited field of psychology, there are no obvious potential
competitors to Scopus AI with access to copyrighted articles
and books.

Potential Consequences of Generalized Use
of Scopus AI

If Scopus AI becomes a major success and many
journals accept articles in which Scopus AI was used, re-
searchers willing to use Scopus AI will have access to a
quick, low-effort method of writing parts of original re-
search papers. However, Scopus AI could potentially lead
to abuse with its low cost/effort and low chance of reper-
cussions. Those researchers with no access to Scopus AI
or no willingness to use it will be at a disadvantage in the
sense that they will have to work harder on article writing
than those using Scopus AI.

The editors of non-Elsevier journals not willing to ap-
prove the use of Scopus AI for writing scientific articles
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are going to have a major problem on their hands. These
editors may need to determine whether or not any review
article was: (1) mainly written by Scopus AI with some
minor modifications from the authors, (2) mainly written
by the authors with some contributions from Scopus AI, or
(3) written with no involvement from Scopus AI. The same
consideration will apply to the introductions of all original
research studies. In straightforward terms, the journal edi-
tors of journals which do not approve the use of AI [9] will
need to trust that the authors who have submitted articles
have not lied and have not used Scopus AI at all.

The long-term consequences of training LLMs on
LLM-generated text (whether partly or fully) are not known
but could range from the degradation of Scopus AI or the
empowering of Scopus AI. It is not unreasonable to think
that Elsevier journals may go on to endorse the use of Sco-
pus AI to write articles and this may contribute to the risk
of Scopus AI becoming a monopolistic tool and excluding
researchers who cannot afford it. Even before Scopus AI,
Elsevier journals were becoming so expensive that, some
countries with limited resources, or evenWestern European
countries, tried to stop allowing their universities to be sub-
scribed to Elsevier journals [33], or at least delay their ac-
cess until the country negotiated special deals with Elsevier.

Article Writing is Not the Same as Science
but IT is a Part of Scientific Communication

This commentary has thus far discussed the potential
for LLMs, and specifically Scopus AI, to seriously disrupt
the publication of scientific articles. The publication of ar-
ticles is the last step in science, communicating scientific
results to other researchers in a formal way and usually af-
ter being subject to peer review.

LLMs deal with the written information available for
training purposes on the Internet. Most branches of sci-
ence deal with data in the real world, rather than on the
internet, and LLMs have no access to the real world, so
they cannot compete with scientists studying data in the
real world. Some research studies deal with published in-
formation, which is usually called bibliometrics. As pre-
viously described, bibliometrics is mainly associated with
Garfield [31]. Thus, LLMs are revolutionizing bibliometric
research, but for the rest of the scientific disciplines the role
of LLMs is limited to: (1) the initial steps, such as planning
a study and writing the grant for funding it, or (2) the last
step, publishing the results. Science is a complex human
creative process, in which most of the time is spent deal-
ing with reality in the real world, outside of the internet. In

summary, the authors propose that Scopus AI can be a sub-
stitute for writers of scientific articles, but it is no substitute
for scientists.

Conclusion

Elsevier’s description suggests to the authors that Sco-
pus AI can write review articles or the introductions of orig-
inal research articles with no human intervention. The edi-
tors of non-Elsevier journals not willing to approve the use
of Scopus AI for writing scientific articles have a problem
on their hands; they will need to trust that the authors who
have submitted articles have not lied and have not used Sco-
pus AI at all.

Availability of Data and Materials

This article provides no new data. Links are provided
to the new information available on Scopus AI on the inter-
net.
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